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Argo Events and Workflow

Workflows

Source: https://argoproj.github.io/argo-events/
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Deep Dive

"partition": 2024-03-21T12:04:31 Step 1: Load Markers

The yaml file has a logic that determines if a marker is present.
Presence of a marker means this partition has been processed.

Fetch all the markers from object store. These are stored in
a volume provisioned usiung pvc making the markers
o accessible to pods.
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Step 2: Check Marker to determine if
workflow needs to be run for the partition
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| If the partition is not processed the partition is passed as a

I parameter to the container and the container begins

Step 3: Execute the workflow depending on |
the output of step 2
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Workflows : :
: : Finally, once the execution is complete the partition is
| Step 4: Save the markers | stored as marker file in the object store
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aggregating the data




Benefits

* In built retry mechanisms
* Dynamic provisioning

e Work Avoidance



Conclusion

* Argo Events & Workflows
* Architecture

* Advantage



Q&A

e LinkedIn: sirivarma
e Twitter: @siri_veqiraju
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